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ABSTRACT: Quantitative bioanalytical measurements are commonly per-
formed in a kinetic format and are known to not be robust to perturbation that
affects the kinetics itself or the measurement of kinetics. We hypothesized that
the same measurements performed in a “digital” (single-molecule) format
would show increased robustness to such perturbations. Here, we investigated
the robustness of an amplification reaction (reverse-transcription loop-
mediated amplification, RT-LAMP) in the context of fluctuations in
temperature and time when this reaction is used for quantitative measurements
of HIV-1 RNA molecules under limited-resource settings (LRS). The digital
format that counts molecules using dRT-LAMP chemistry detected a 2-fold change in concentration of HIV-1 RNA despite a 6
°C temperature variation (p-value = 6.7 × 10−7), whereas the traditional kinetic (real-time) format did not (p-value = 0.25).
Digital analysis was also robust to a 20 min change in reaction time, to poor imaging conditions obtained with a consumer cell-
phone camera, and to automated cloud-based processing of these images (R2 = 0.9997 vs true counts over a 100-fold dynamic
range). Fluorescent output of multiplexed PCR amplification could also be imaged with the cell phone camera using flash as the
excitation source. Many nonlinear amplification schemes based on organic, inorganic, and biochemical reactions have been
developed, but their robustness is not well understood. This work implies that these chemistries may be significantly more robust
in the digital, rather than kinetic, format. It also calls for theoretical studies to predict robustness of these chemistries and, more
generally, to design robust reaction architectures. The SlipChip that we used here and other digital microfluidic technologies
already exist to enable testing of these predictions. Such work may lead to identification or creation of robust amplification
chemistries that enable rapid and precise quantitative molecular measurements under LRS. Furthermore, it may provide more
general principles describing robustness of chemical and biological networks in digital formats.

A wide range of nonlinear and especially autocatalytic
chemical amplification schemes is being developed and

studied using organic, inorganic, and biochemical reactions.1−12

These studies are motivated both by understanding of signal
transduction in natural systems and by opportunities for rapid,
ultrasensitive detection and quantification of analyte molecules.
In natural systems, networks of biochemical reactions crucial
for the function of living organisms are robust to intrinsic and
extrinsic fluctuations, to environmental changes, and even to
some perturbations not likely to be previously encountered by
the organism.13−16 However, robustness of synthetic nonlinear
chemical amplification schemes is not yet fully understood:
despite tremendous progress in experimental and theoretical
studies of nonlinear chemical dynamics,11 it is not clear which
specific reactions or general reaction architectures are robust to
which perturbations. Robustness becomes an especially relevant
property of a nonlinear chemical amplification scheme when
the amplification is used for quantitative analytical measure-
ments. Quantitative measurements of biomolecules are
essential for addressing a range of societal problems in
human health, food and water safety,17,18 environmental
monitoring,19 and biosecurity.20

Typically, kinetic assays are used for quantitative measure-
ments.21 These assays are performed through monitoring the
progress of a reaction at a single time point in an end-point
measurement or at multiple time points in a real-time
measurement. Because both extent of reaction (e.g., a
concentration measured by an optical imaging method) and
time must be measured in kinetic assays, one would expect the
results of such assays to be sensitive to changes in reaction
conditions and to fluctuations in the performance of the
readout instrument. For a linear amplification scheme in a
kinetic format, a temperature change leading to a 50% change
in the rate constant would lead to a 50% error in quantification.
One would expect an autocatalytic amplification scheme to be
especially sensitive to these fluctuations because small kinetic
perturbations would become exponentially compounded: a
50% change in the rate constant could lead to over a 400 000%
error in quantification (see Supporting Information online).
This problem is avoided in real-time polymerase chain reactions
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(qPCR) because temperature cycling “gates” the amplification
process: to a first approximation, as long as amplification
kinetics remain fast enough to complete one doubling of the
nucleic acid target within one PCR cycle, changes in the rate of
this amplification should not affect the result.22,23 The majority
of biological and chemical amplification strategies are
isothermal and therefore cannot take advantage of this “gating”.
Any study of robustness must be defined within a particular

context that sets the type and magnitude of perturbations that
might affect the system being studied. We chose the context of
quantitative measurements performed under limited-resource
settings (LRS). These settings lack sophisticated equipment
and expertise24 and span both the developing and the
developed world (e.g., at-home or field testing). Under these
settings, one may expect variation of temperature of several
degrees Celsius, imaging performed with nonquantitative
consumer electronic devices such as cell phones, and variations
in assay time due to operator error. While a number of robust
qualitative tests, such as home pregnancy tests, are already
compatible with LRS, suitable quantitative assays are needed.
For instance, a high-quality, inexpensive, rapid HIV-1 viral load
assay for LRS would enable infant diagnosis and monitoring of
the emergence of drug resistance during therapy.25 While
clinically used HIV-1 viral load assays measure HIV-1 RNA
with relatively high precision (<30% CV),26 at least 3-fold
change in viral load is considered to be clinically significant.27

Autocatalytic amplification schemes1−12 are attractive for these
settings; in principle, they could convert the presence of a few
molecules to a large signal observed and quantified by eye or an
inexpensive optical setup. In practice, among other factors, their
use under LRS is hampered by the lack of robustness to
experimental perturbations.
We hypothesized that autocatalytic, exponential amplification

would be more robust to variations in temperature, time, and
imaging quality in a “digital” format rather than a kinetic, real-
time format (Figure 1). In a typical digital analysis,28−31 a
sample is separated into discrete volumes such that not all
volumes contain a molecule of interest (Figure 1a). After
amplification, only those volumes that contained one or more
molecules of interest produce a fluorescent signal. This
information can be used to calculate the concentration of the
target molecule using Poisson statistics. We hypothesized that,
since for quantification, these “digital” methods require simply
counting “positive” and “negative” reaction wells and thus do
not require knowledge of time, reaction kinetics, or precise
measurement of reaction progress, the results obtained by
digital methods would not be affected strongly by temperature
fluctuations (Figure 1b) or reaction time (Figure 1c) and
should not require precise imaging instruments or very
sophisticated analysis algorithms (Figure 1d). Therefore, we
also hypothesized that as long as the amplification chemistry
produces a specific and sufficiently bright optical signal,

Figure 1. Robustness of quantification in digital vs kinetic formats. Cartoons for the curves in the kinetic format are drawn to resemble a specific case
of real-time nucleic acid amplification. (a) An illustration comparing digital and kinetic formats under ideal conditions. In a digital format, individual
molecules are separated into compartments and amplified, requiring only an end-point readout. The original concentration (C) of the analyte can be
calculated by the equation on the left (where wp = the number of positive wells, vt = the total device volume, and vw = the volume of each well). In a
kinetic format, the analyte is amplified in a bulk culture and the progress of amplification, measured as intensity, is monitored as a function of time.
The original concentration is determined by comparing the reaction trace to standard curves from solutions of known concentration. (b) An
illustration of the effects of kinetic variation (shown as differences in amplification temperature) in digital and real-time formats. In a digital format,
we hypothesized that variance in the kinetic rate of amplification would not affect the end-point readout. In a real-time format, the kinetic rate
determines the reaction curve and thus the relative concentration; therefore, it is known to be not robust. (c) An illustration of the effects of time
variance (shown as readout time) in digital and real-time formats. Since digital requires only end-point readout, we hypothesized that exact
knowledge of time would not be required and the output should be robust to variation in reaction time beyond the optimal reaction time. In a real-
time format, precise knowledge of time and sufficient time points are required in order to accurately quantify concentration; therefore, it is known to
be not robust to variation in reaction time. (d) An illustration of the effects of imaging in digital and real-time formats. In a digital format, one only
needs to be able to distinguish a positive from a negative signal, and therefore, we hypothesized that imaging conditions with either increased noise
or decreased sensitivity would not affect the measurement or data analysis. In a real-time format, imaging conditions with increased noise or
decreased sensitivity can affect quantitative ability by producing reaction traces that cannot be compared to standards; therefore, it is known to be
not robust to variation in imaging conditions.
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semiquantitative imaging devices such as cell phone cam-
eras32−34 should be able to detect positive signals and
differentiate them from negative signals, thereby providing
quantitative information. This hypothesis relies on a significant
assumption: it can become true only if initiation of
amplification reactions from single molecules is robust to
these perturbations. Digital PCR is now commercially available
and is used for a number of research applications. The limits of
its robustness remain to be investigated; it is not obvious that it
would be robust because results of digital PCR are known to be
affected by experimental conditions.35 Such work is outside the
scope of the present paper, as we are focusing on the more
general question of robustness of isothermal amplification
strategies, which also has not been investigated in this context.

■ EXPERIMENTAL SECTION
Real-Time Reverse-Transcription Loop-Mediated Am-

plification (RT-LAMP) of HIV-1 RNA. For two-step RT-
LAMP, a first solution (20 μL), containing 10 μL of RM, 1 μL
of bovine serum albumin (BSA), 0.5 μL of EXPRESS SYBR
GreenER RT module, 0.5 μL of BIP primer (10 μM), various
amounts of template, and nuclease-free water, was first
incubated at 50 °C for 10 min and then mixed with a second
solution (20 μL), containing 10 μL of RM, 1 μL of BSA, 2 μL
of EM, 1 or 2 μL of FD, 2 μL of other primer mixture, 1 μL of
Hybridase Thermostable RNase H, and nuclease-free water.
The 40 μL mixture was split into 4 aliquots and loaded onto an
Eco real-time PCR machine. For one-step RT-LAMP, a 40 μL
RT-LAMP mix contained the following: 20 μL of RM, 2 μL of
BSA (20 mg/mL), 2 μL of EM, 2 μL of FD, 2 μL of primer
mixture, a various amount of template solution, and nuclease-
free water. The mixture was split into 4 aliquots and loaded
onto the Eco real-time PCR machine. Data analysis was
performed using Eco software (see details in Supporting
Information online).
Two-Step dRT-LAMP of HIV-1 RNA on SlipChip. The

procedures used to perform two-step dRT-LAMP on SlipChip
were described in a previous publication.36 A first solution
(equivalent to the one described above) was loaded onto a
SlipChip device and incubated at 50 °C for 10 min, and then a
second solution (equivalent to the one described above) was
loaded onto the same device and mixed with the first solution.
The entire filled device was incubated at various temperatures
(57, 60, or 63 °C) for 60 min.
Multiplexed PCR Amplification on SlipChip. The PCR

mixture used for amplification of Staphylococcus aureus genomic
DNA on a multiplexed SlipChip contained the following: 10 μL
of 2X SsoFast Evagreen SuperMix (BioRad, CA), 1 μL of BSA
(20 mg/mL), 1 μL of 1 ng/μL gDNA, 0.5 μL of SYBR Green
(10×), and 7.5 μL of nuclease-free water. Primers were
preloaded onto the chip using a previously described technique
(see details in Supporting Information online). The PCR
amplification was performed with an initial 95 °C step for 5 min
and then followed by 40 cycles of: (i) 1 min at 95 °C, (ii) 30 s
at 55 °C, and (iii) 45 s at 72 °C. An additional 5 min at 72 °C
was performed to allow thorough dsDNA extension.
Cell Phone Camera Setup and Settings. A Nokia 808

Pureview cell phone was used to image and count microwells
containing the amplification product. The Nokia 808 features
41-megapixel sensor with a pixel size of 1.4 μm. The camera
uses pixel oversampling technology, which combines multiple
pixels to increase the sensitivity of each individual pixel in the
final image. Using a commercially available 0.67× objective, we

were able to obtain images at a distance of 6.5 cm, thus further
improving imaging sensitivity. A set of two filters was used to
both excite and detect fluorescence. Two excitation filters
(FD1B) were stacked and attached in front of the camera flash.
For fluorescence detection, two 5CGA-530 long-pass filters
were inserted into a magnetically mounted lens (see Supporting
Information online for more details).
Cell phone imaging of dRT-LAMP devices was performed

with the devices tilted at ∼10 degrees relative to the cell phone
plane to prevent direct reflection of the flash into the lens. All
images were taken using the standard cell phone camera
application. The white balance was set to automatic, the ISO
was set at 800, the exposure value was set at +2, the focus mode
was set to “close-up”, and the resolution was adjusted to 8 MP.
Cell phone imaging of multiplexed PCR devices was

performed by imaging the devices in a shoebox painted black.
The white balance was set to automatic, the ISO was set at
1600, the exposure value was set at +4, the focus mode was set
to “close-up”, and the resolution was adjusted to 8 MP. Images
were processed using a free Fiji image processing package
available on the Internet (see Supporting Information online
for details of the procedure).

Cloud-Based Automatic Analysis. The Symbian software
on which the Nokia 808 cell phone is based can access
Skydrive, a cloud-based storage service. This service can
automatically upload images to the cloud directly after imaging,
without any user intervention. Here, we used a central
computer with a custom Labview program to process all the
uploaded files automatically. The process detailing the image
analysis, as well as a video demonstrating that a minimally
trained user can use the approach described in this paper, can
be found in the Supporting Information online.

■ RESULTS AND DISCUSSION
To test these hypotheses, we selected HIV-1 RNA as a target
molecule and selected isothermal digital reverse transcription-
loop-mediated amplification (dRT-LAMP) as the amplification
chemistry. We chose LAMP amplification chemistry for three
reasons: (i) When performed with a qualitative readout, in at
least one example, it is known to tolerate a number of
perturbations,37 so the question of robustness with a
quantitative readout is a meaningful one. (ii) While it is an
autocatalytic, exponential amplification chemistry, its mecha-
nism38 is sufficiently complex that it was not obvious whether
its initiation phase or propagation phase, and therefore the
digital or kinetic format, would be more affected by
perturbations. (iii) Digital LAMP has been recently demon-
strated on various microfluidic platforms.36,39,40 We used a
microfluidic SlipChip device41 because it is well-suited for
simple confinement and amplification of single molecules,42 it is
convenient for performing multistep reactions on single
molecules,36,43 and it has been validated with dRT-LAMP.36

We used a two-step RT-LAMP protocol because it is more
efficient36 than one-step RT-LAMP for the specific sequences
used in this study. Also, RT-LAMP is an attractive amplification
chemistry44 for LRS because it does not require thermocycling
equipment and can be run using chemical heaters that do not
require electricity.45,46 Furthermore, it is compatible with highly
fluorescent calcein-based readout chemistry.47

First, we asked whether quantitative measurements by real-
time RT-LAMP assays are robust to changes in temperature.
We tested the robustness of a two-step real-time RT-LAMP
assay to temperature fluctuations using a commercial instru-
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ment (Figure 2a; see Supplementary Figure S1, Supporting
Information, for one-step real-time RT-LAMP results). The
precision of the assay for measuring two concentrations (1 ×
105 and 2 × 105 copies/mL) of HIV-1 RNA at three
temperatures over a 6-degree temperature range (57, 60, 63
°C) was tested by comparing the reaction time (see Supporting
Information online) for these two concentrations measured on
an Eco real-time PCR machine. At each individual temperature,
the real-time RT-LAMP assay could successfully distinguish
between the two concentrations (at 57 °C p = 0.007, at 60 °C p
= 0.01, at 63 °C p = 0.04, the null hypothesis being that the two
concentrations were identical). Therefore, we concluded that
the assay itself was performing properly. The assay, however,
was not robust to temperature fluctuations: changes of 3 °C

introduced a larger change in the assay readout (reaction time)
than the 2-fold change in the input concentration. Therefore,
when temperature is not controlled precisely, this real-time RT-
LAMP assay cannot resolve a 2-fold change in concentration of
the input HIV-1 RNA.
We then tested whether a digital format of this RT-LAMP

assay performed on a chip was robust to the same changes in
temperature as those tested in the real-time RT-LAMP
experiments (Figure 2b). For the dRT-LAMP experiments,
the concentrations of HIV-1 RNA were determined by
counting the number of positive wells on each chip after a 60
min reaction and then using Poisson statistics (detailed in the
Supporting Information online). The dRT-LAMP assay could
also distinguish between the two concentrations at each

Figure 2. Evaluation of the robustness of real-time RT-LAMP versus digital RT-LAMP with respect to changes in temperature, time, and imaging
conditions. (a, b) Graphs showing the results of (a) real-time RT-LAMP experiments and (b) digital RT-LAMP experiments for two concentrations
across a 6-degree temperature range. Imaging was performed with a microscope. (c) A graph showing the number of positive counts from dRT-
LAMP experiments for two concentrations at various reaction times. (d) A plot comparing the data obtained from imaging with a microscope in part
(b), data obtained from imaging dRT-LAMP with a cell phone in a shoebox, and data obtained from imaging dRT-LAMP in dim lighting (∼3 lux)
across a 6-degree temperature range. P-values denote statistical significance of all data for each concentration at a given imaging condition,
irrespective of temperature (the null hypothesis being that the two concentrations were equivalent). (e−g) Top: Cropped and enlarged images of a
dRT-LAMP reaction imaged with a microscope (e), a cell phone and shoe box (f), and a cell phone in dim lighting (g). Bottom: A corresponding
line scan indicates fluorescence output from the region marked in white in each image. False color has been added in (e). The number of positives in
each dRT-LAMP experiment imaged with a cell phone was counted manually. Error bars represent the standard deviation of the distribution.
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temperature (at 57 °C p = 0.03, at 60 °C p = 0.02, at 63 °C p =
0.02). In contrast to the real-time assay, the dRT-LAMP assay
was robust to these temperature changes and resolved a 2-fold
change in concentration despite these fluctuations (p = 7 ×
10−7). In these experiments, a Leica DMI-6000 microscope
equipped with a Hamamatsu ORCA R-2 cooled CCD camera
was used to image the dRT-LAMP devices. This setup provides
an even illumination field and, therefore, intensity of the
positive well was not a function of position (see Supporting
Information online).
Next, we tested whether the dRT-LAMP assay was robust to

variance in reaction time. We performed dRT-LAMP reactions
with concentrations of 1 × 105 and 2 × 105 copies/mL at a
reaction temperature of 63 °C and imaged the reaction every
minute using a Leica MZFLIII fluorescent stereomicroscope
(detailed in the Supporting Information online). At each time
point, the number of positive reactions was counted, and the
results were averaged over three replicates (Figure 2c). For
each of the two concentrations, we grouped together the raw
counts at 40, 50, and 60 min-reaction times. Statistical analysis
was used to reject the null hypothesis that these groups were
the same (p-value of 8.5 × 10−7). Therefore, we conclude that
the dRT-LAMP assay is robust to variance in reaction time, and
an exact reaction time is not needed in the digital assay.
Next, we tested the robustness of the dRT-LAMP assay to

poor imaging conditions using a Nokia 808 PureView cell
phone with simple optical attachments (detailed in the
Supporting Information online). The flash function of the cell
phone was used to excite fluorescence through an excitation
filter attached to the phone, and the camera of the cell phone
was used to image fluorescence through an emission filter also
attached to the cell phone. The results obtained with the cell
phone were compared with those obtained with a microscope
(Figure 2d). We tested the cell phone’s imaging abilities under
two lighting conditions: first, the dRT-LAMP assays were
photographed in a shoe box, and second, in a dimly lit room
with a single fluorescent task light in a corner. The light
intensity at the point where the measurements were taken in
the dimly lit room was ∼3 lux as measured by an AEMC
Instruments Model 810 light meter.
To evaluate whether imaging with a cell phone yields robust

results, we performed statistical analysis of data obtained by cell
phone imaging under each of the two lighting conditions. For
imaging with a shoe box, we grouped all data obtained at the
first concentration (1 × 105 copies/mL) across all three
temperatures into a first set, and all data obtained at the second
concentration (2 × 105 copies/mL) across all three temper-
atures into a second set. We then calculated a p-value of 1.3 ×
10−8 for the two sets (the null hypothesis being that the two
concentrations were identical), which suggests that this imaging
method could be used to differentiate between the two
concentrations both at constant temperatures and even despite
temperature changes. When we repeated this procedure for
imaging in a dimly lit room, we calculated a p-value of 1.9 ×
10−8, indicating that the two concentrations could be
distinguished with statistical significance in this scenario as
well. Therefore, this dRT-LAMP assay was robust to the double
perturbation of nonideal imaging conditions and temperature
fluctuations.
We then tested whether other digital assays, such as digital

PCR (dPCR), were sufficiently robust to poor imaging
conditions to be analyzed with a cell phone. PCR amplification
monitored with an intercalating dye such as Evagreen produces

only a 2- to 4-fold change in fluorescence intensity as the
reaction transitions from negative to positive.42 In our devices,
the absolute intensity of fluorescence in the positive reaction in
dPCR was approximately 6−15 times lower than that in dRT-
LAMP monitored with the calcein dye. When we conducted a
dRT-PCR experiment using the same reaction volumes as those
in the dRT-LAMP assays, we could easily distinguish positive
from negative counts when the chip was imaged using a
microscope,36 as expected.42 While it was also possible to image
some of the dPCR chips using the cell phone, the signal was
not sufficiently bright and robust for unambiguous analysis, and
therefore, we did not pursue this direction further in this
manuscript. We also tested the cell phone’s ability to image the
results on a spatially multiplexed PCR chip.48 This chip uses
larger reaction volumes (78 nL as opposed to 6 nL), thus
enabling more fluorescent light to be emitted and collected per
well. In this chip (Figure 3a,b), multiple primer pairs are

preloaded into one set of wells, a sample is loaded into the
second set of wells, and a “slip” combines the two sets of wells,
thus enabling subsequent PCR amplification. Here, we used a
five-plexed assay, in which one primer set was specific to the S.
aureus genome (Figure 3b, detailed in the Supporting
Information online). When S. aureus genomic DNA was loaded
onto the device and the PCR reaction was performed, no
nonspecific amplification was observed and a positive result was
indicated by the appearance of the pattern on the device, as
designed. This pattern, formed by PCR amplification in these

Figure 3. Cell phone imaging of multiplexed PCR on a SlipChip
device using five different primer sets and a single template. (a) A
schematic drawing of a SlipChip device that has been preloaded with
primers. (b) A schematic drawing showing the arrangement of the five
primer sets on the device: 1 = E. coli nlp gene, 2 = P. aeruginosa vic
gene, 3 = C. albicans calb gene, 4 = Pseudomonas 16S, and 5 = S. aureus
nuc gene; sequences are provided in Supplementary Table S1,
Supporting Information. (c) A cell phone image of a SlipChip after
loading it with S. aureus genomic DNA and performing PCR
amplification. Wells containing the primer for S. aureus (green)
increased in fluorescence to form the designed pattern. The intensity
levels of the image have been adjusted, and the image has been
smoothed to enhance printed visibility (details are included in the
Supporting Information online).
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larger wells, could be also visualized by the cell phone (Figure
3c).
Finally, we tested whether this combination of dRT-LAMP

chemistry and cell phone imaging was robust to automated
processing of images and data analysis. When high-quality
images, such as those taken with a microscope, are available,
image processing and quantification of the positive signals can
be performed simply by setting an intensity threshold and then
counting the number of spots on the resulting image that
exceed this threshold. For example, a threshold of 190 au was
set for the data obtained with the microscope, and similar
results were obtained by adjusting that threshold by as much as
150 units (Figure 4).

This method is not, however, suitable for images taken with a
cell phone for two reasons: (i) the short focal length (6 cm)
creates significant variation in the illumination intensity of the
flash (see Supplementary Figure S3, Supporting Information),
and (ii) the imaging sensor has a much lower signal-to-noise
ratio than those typically found in scientific instrumentation.
Therefore, to test whether accurate automatic analysis of assays
was possible, we wrote a custom image processing algorithm
and implemented it in Labview software (detailed in the

Supporting Information online). Once an image was taken, it
was automatically transferred to a remote server in “the cloud”
(Figure 5b). The uploaded file was automatically analyzed by
the server, and then the results were reported via email (Figure
5c). A video demonstrating that a minimally trained user can
use the cell phone imaging approach described in this paper is
available in the Supporting Information online (Video S1). We
included error detection in the custom algorithm to ensure that
the image included the device in its entirety (Figure 5c and
Supporting Information online). This detection algorithm
looked for four red circles on the device (Figure 5a), and if
fewer than four were found, it generated an error message
(Figure 5c, right). We tested the robustness of this cell phone
imaging procedure to automated processing by directly
comparing microscope image results quantified with Meta-
morph to cell phone images quantified with Labview over more
than a hundred-fold concentration range (Figure 5d). A line of
best fit of the compared data was found to have a slope of 0.968
and an R2 value of 0.9997, suggesting that this digital assay is
robust to automated image processing even under poor imaging
conditions and is suitable for use over a wide dynamic range.
We emphasize that, while we established robust automated

counting of HIV-1 RNA molecules using digital amplification
chemistry and a cell phone, this is only one part of the full
diagnostic assay and several additional advances are needed for
deployment under LRS. Simple chemical heaters45,46 that have
been shown to work with RT-LAMP in qualitative assays would
need to be incorporated into a digital platform. LRS-suitable
techniques for sample preparation would need to be
incorporated as well, as standard laboratory procedures were
used for these experiments. The robustness of dRT-LAMP to
factors such as sequence diversity of viruses present in clinical
samples, changes in activity of reagents during storage, and
quality of sample preparation remains to be tested. While
offloading the analysis of images to “the cloud” provides a
number of benefits, including traceability and archiving of raw
data, global access, and compatibility with virtually all
smartphone operating systems, it requires a wireless data
connection of sufficiently high bandwidth; thus, direct on-
phone analysis could be preferable in some scenarios. As cell
phone technology evolves at a rapid pace and smartphone
operating systems converge with classic point-and-shoot
cameras, advanced imaging sensors and excitation sources
could offer additional opportunities for robust imaging of other
amplification assays in LRS. In addition, for this study, we have
used lab-produced glass microfluidic chips; under LRS, mass-
produced variants of this device would need to be used.

■ CONCLUSIONS
We have shown that HIV-1 RNA amplification using RT-
LAMP assays in the traditional real-time format is, as expected,
not robust to temperature fluctuations. In contrast, digital
counting of HIV-1 RNA molecules using dRT-LAMP is robust
not only to temperature fluctuations but also to changes in
reaction time, artifacts introduced by poor-quality cell phone
imaging, and automatic analysis. Bright fluorescent output with
a high ratio of positive to negative signals of the digital LAMP
chemistry was necessary to observe robustness to imaging and
automated analysis. Below, we point out several implications of
these findings.
Given the complexity of the mechanism of the LAMP

amplification reaction,38 we were surprised to find it was robust,
in the digital format, to changes in temperature and time. This

Figure 4. Robustness of digital dRT-LAMP imaged with a microscope
to thresholding used to differentiate positive and negative wells. (a) A
graph showing the number of positive reactions observed when
imaging the dRT-LAMP reactions with a microscope as a function of
the threshold value used to calculate the number of positives.
Separation of the two data sets is easily observed even when changing
the threshold value by 150 fluorescence units. (b) A plot of the p-
values generated by comparing the two concentrations at threshold
values between 90 and 240. The minimum p-value is observed at a
threshold of 190.
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result suggests that the probability of initiation of the
amplification cascade from a single molecule does not

significantly change and this initiation is not delayed with
changes in temperature, despite temperature-dependent
changes in the equilibria of DNA−DNA hybridization,
enzyme-DNA binding, and changes in the rates of the various
enzymatic steps of the reaction. We hypothesize that as long as
the efficiency of the initiation step is high and is not strongly
affected by the perturbation of interest, robustness to this
perturbation should be a general property of digital
amplification schemes. We are interested in a future direct
comparison of robustness of real-time and digital recombinase
polymerase amplification (RPA)43 to temperature, time, and
imaging perturbations. Additional experimental studies are
needed to test whether other nonlinear and autocatalytic
amplification systems1−12 satisfy this criterion and show
robustness in the digital format to changes in temperature,
time, and other experimental perturbations. SlipChip devices
are attractive for such studies because they support multistep
manipulations of single molecules36,43 and can be made in glass
to be compatible with a wide range of chemistries. In general,
such studies could be performed using any microfluidic
platforms that support digital single-molecule manipulations.
Theoretical studies are also needed to predict the level of
robustness of specific amplification reactions and also to predict
more generally which reaction architectures are likely to be
robust to which perturbations, leading to the design of new
amplification chemistries. Robustness of biological systems, e.g.,
robustness of circadian clocks to temperature fluctuations,16

may provide an inspiration for such studies.
If these experimental and theoretical studies are successful,

we may see an emergence of nonlinear amplification schemes
that are especially suitable for quantitative measurements under
LRS because they are ultrarapid and specific, provide bright
positive and dim negative signals, and are robust to
experimental perturbations. Finally, we share the analogy that
motivates our work to explore the robustness of quantitative
measurements and their applicability to LRS. Many countries in
the developing world recently underwent a technological
revolution. Their growth had been hindered by lack of a
communication infrastructure, since replicating the land-line
based model of the developed world would have been
impractical and prohibitively expensive. The revolution
happened when these countries bypassed the land-line
paradigm and leapfrogged directly to wireless technologies.
An analogous technological transformation may occur for
quantitative molecular measurements under LRS without the
need to create the infrastructure required to carefully control
and analyze kinetic assays. Instead, studies of robustness of
chemical amplification and signal transduction schemes may
allow the quantitative molecular measurements and diagnostics
in the developing world, the field, and the home to leapfrog
directly to the more robust digital, single-molecule approaches.
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Figure 5. The image analysis workflow used to count molecules via
digital amplification with a SlipChip and a cell phone. Nokia logo has
been redacted per Journal policy. (a) Left: A cell phone with objective
for detecting fluorescence. Right: A device labeled with four red circles
that the imaging processing algorithm uses to confirm that the entire
device has been imaged. (b) A cartoon representing a cloud-based
server that analyzes photographs taken by the user, archives the raw
data, and sends the results to the appropriate party. (c) Top:
Screenshots of a cell phone screen showing email messages received by
a prespecified recipient after analysis of successful (left) and
unsuccessful (right) imaging. Bottom: the images that were analyzed
in each case. (d) A graph comparing the raw positive counts from a
cell phone processed automatically by Labview software (y-axis) to
imaging and thresholding performed with an epifluorescence micro-
scope (x-axis) using a more than 100-fold concentration change. A
video demonstrating that a minimally trained user can use the cell
phone imaging approach described in this paper is available in the
Supporting Information online (Video S1).
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